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Geshkovski et al.

The emergence of clusters in self-attention dynamics. B. Geshkovski, C. Letrouit, Y.
Polyanskiy, and Philippe Rigollet. (2023).

Token flows

View token embeddings as particles

Self-attention defines ‘dynamics’ on
particles

Study clustering of geometric
representations after repetition of
dynamics
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Setting

Dynamical framework

x(t + 1) = x(t) + fθ(x(t))

= x(t) + ẋ(t)

ẋi (t) =
n∑

j=1

Pij(t)︸ ︷︷ ︸
attention mat.

Vxj(t)

Consider reptitions of self-attention

Study change in embeddings (particles) as
time variable

Residual connection modifies input to
self-attention matrix

Defines ‘dynamics’ on particles
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Setting

Self-attention matrix

Pij(t) =
e⟨Qxi (t),Kxj (t)⟩∑n
ℓ=1 e

⟨Qxi (t),Kxℓ(t)⟩
(i , j) ∈ [n]2

P(t) = softmax (Qx(t)(Kx(t))T )

x(t) = (x1(t), . . . , xn(t)) ∈ Rn×d

tokens

Q,K are usually denoted WQ ,WK

Iterated dynamics of self-attention matrix

Under what conditions on Q,K ,V can we
describe dynamics as t → ∞?
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Geskovski et al. Low Rank Convergence

Theorem

For xi (t) ∈ R and as t → ∞, P(t) → P∗ where P∗ is a low-rank boolean matrix.

Figure: Example of Theorem 1 result when Q = K = V = I with n = 40 tokens.
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Geskovski et al. Convex Polytopes

Theorem

When V = I and QTK > 0 (positive matrix) then points flow to corners of convex polytope.

Figure: Example of Theorem 2 result when Q = K = V = I ∈ R3×3 with n = 40 tokens.
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Questions

Similar dynamics occur for trained weights from real transformers?

Effect of multihead self-attention?

How does number of heads affect dynamics?

How does token initialization affect dynamics?

Does the number of tokens affect dynamics?
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ALBERT Transformer Weights by Lan et. al (2020)

Repeated weight sharing between multi-head layers. Trained value matrix eigenvalue for head
5 is positive and real.

Figure: Top eigenvalue of V is real.
Figure: PCA of flows with head 5 weights shows
clustering.

Anton Sugolov and Murdock Aubry (MAT1510: Theory and (or) Data Science)Emergence of Clustering in Self-Attention November 27, 2023 11 / 21



ALBERT Transformer Weights by Lan et. al (2020)

Anton Sugolov and Murdock Aubry (MAT1510: Theory and (or) Data Science)Emergence of Clustering in Self-Attention November 27, 2023 12 / 21



ALBERT Transformer Weights by Lan et. al (2020). Multihead
Implementation.
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Multihead Dynamics - Eigenvalue Analysis
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Multihead Dynamics - Eigenvalue Analysis: More Tokens
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Multihead Dynamics - Unit Circle Initialization
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Multihead Dynamics - Rate of Convergence
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Multihead Dynamics - 3 Dimensions
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Multihead Dynamics - Eigenvalue Analysis
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Next Experiments

Test dynamics for on the weights of more trained transformer models. Iterpret
dependence of dynamics on the model architecture.

Observe dynamics when a real tokenized sentence is passed.

Explore relationship between Neural collapse.

Quantify the relationship between limiting structure and number of tokens and token
initialization.

Comparison between dynamics predicted by the Master equation.
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The Master Equation

The dynamics of the tokens are governed by the discrete-time versions of

Ẋ (t) = fθ(X (t)) = P(X (t))X (t)

where P(t) is the attention matrix.

Analogy with the time-dependent Master equation:

dP⃗

dt
= A(t)P⃗(t)

If A is approximately constant, then the solutions are given by

P⃗(t) =
n∑

i=1

cie
λi t v⃗t(t)

This can act as a measure of the effect that the initialization of the tokens and weight
matrices on the clustering patters and location of collocation points.

Anton Sugolov and Murdock Aubry (MAT1510: Theory and (or) Data Science)Emergence of Clustering in Self-Attention November 27, 2023 21 / 21


	Summary
	Experiments

	7.Plus: 
	7.Reset: 
	7.Minus: 
	7.EndRight: 
	7.StepRight: 
	7.PlayPauseRight: 
	7.PlayRight: 
	7.PauseRight: 
	7.PlayPauseLeft: 
	7.PlayLeft: 
	7.PauseLeft: 
	7.StepLeft: 
	7.EndLeft: 
	anm7: 
	7.99: 
	7.98: 
	7.97: 
	7.96: 
	7.95: 
	7.94: 
	7.93: 
	7.92: 
	7.91: 
	7.90: 
	7.89: 
	7.88: 
	7.87: 
	7.86: 
	7.85: 
	7.84: 
	7.83: 
	7.82: 
	7.81: 
	7.80: 
	7.79: 
	7.78: 
	7.77: 
	7.76: 
	7.75: 
	7.74: 
	7.73: 
	7.72: 
	7.71: 
	7.70: 
	7.69: 
	7.68: 
	7.67: 
	7.66: 
	7.65: 
	7.64: 
	7.63: 
	7.62: 
	7.61: 
	7.60: 
	7.59: 
	7.58: 
	7.57: 
	7.56: 
	7.55: 
	7.54: 
	7.53: 
	7.52: 
	7.51: 
	7.50: 
	7.49: 
	7.48: 
	7.47: 
	7.46: 
	7.45: 
	7.44: 
	7.43: 
	7.42: 
	7.41: 
	7.40: 
	7.39: 
	7.38: 
	7.37: 
	7.36: 
	7.35: 
	7.34: 
	7.33: 
	7.32: 
	7.31: 
	7.30: 
	7.29: 
	7.28: 
	7.27: 
	7.26: 
	7.25: 
	7.24: 
	7.23: 
	7.22: 
	7.21: 
	7.20: 
	7.19: 
	7.18: 
	7.17: 
	7.16: 
	7.15: 
	7.14: 
	7.13: 
	7.12: 
	7.11: 
	7.10: 
	7.9: 
	7.8: 
	7.7: 
	7.6: 
	7.5: 
	7.4: 
	7.3: 
	7.2: 
	7.1: 
	7.0: 
	6.Plus: 
	6.Reset: 
	6.Minus: 
	6.EndRight: 
	6.StepRight: 
	6.PlayPauseRight: 
	6.PlayRight: 
	6.PauseRight: 
	6.PlayPauseLeft: 
	6.PlayLeft: 
	6.PauseLeft: 
	6.StepLeft: 
	6.EndLeft: 
	anm6: 
	6.41: 
	6.40: 
	6.39: 
	6.38: 
	6.37: 
	6.36: 
	6.35: 
	6.34: 
	6.33: 
	6.32: 
	6.31: 
	6.30: 
	6.29: 
	6.28: 
	6.27: 
	6.26: 
	6.25: 
	6.24: 
	6.23: 
	6.22: 
	6.21: 
	6.20: 
	6.19: 
	6.18: 
	6.17: 
	6.16: 
	6.15: 
	6.14: 
	6.13: 
	6.12: 
	6.11: 
	6.10: 
	6.9: 
	6.8: 
	6.7: 
	6.6: 
	6.5: 
	6.4: 
	6.3: 
	6.2: 
	6.1: 
	6.0: 
	5.Plus: 
	5.Reset: 
	5.Minus: 
	5.EndRight: 
	5.StepRight: 
	5.PlayPauseRight: 
	5.PlayRight: 
	5.PauseRight: 
	5.PlayPauseLeft: 
	5.PlayLeft: 
	5.PauseLeft: 
	5.StepLeft: 
	5.EndLeft: 
	anm5: 
	5.49: 
	5.48: 
	5.47: 
	5.46: 
	5.45: 
	5.44: 
	5.43: 
	5.42: 
	5.41: 
	5.40: 
	5.39: 
	5.38: 
	5.37: 
	5.36: 
	5.35: 
	5.34: 
	5.33: 
	5.32: 
	5.31: 
	5.30: 
	5.29: 
	5.28: 
	5.27: 
	5.26: 
	5.25: 
	5.24: 
	5.23: 
	5.22: 
	5.21: 
	5.20: 
	5.19: 
	5.18: 
	5.17: 
	5.16: 
	5.15: 
	5.14: 
	5.13: 
	5.12: 
	5.11: 
	5.10: 
	5.9: 
	5.8: 
	5.7: 
	5.6: 
	5.5: 
	5.4: 
	5.3: 
	5.2: 
	5.1: 
	5.0: 
	4.Plus: 
	4.Reset: 
	4.Minus: 
	4.EndRight: 
	4.StepRight: 
	4.PlayPauseRight: 
	4.PlayRight: 
	4.PauseRight: 
	4.PlayPauseLeft: 
	4.PlayLeft: 
	4.PauseLeft: 
	4.StepLeft: 
	4.EndLeft: 
	anm4: 
	4.32: 
	4.31: 
	4.30: 
	4.29: 
	4.28: 
	4.27: 
	4.26: 
	4.25: 
	4.24: 
	4.23: 
	4.22: 
	4.21: 
	4.20: 
	4.19: 
	4.18: 
	4.17: 
	4.16: 
	4.15: 
	4.14: 
	4.13: 
	4.12: 
	4.11: 
	4.10: 
	4.9: 
	4.8: 
	4.7: 
	4.6: 
	4.5: 
	4.4: 
	4.3: 
	4.2: 
	4.1: 
	4.0: 
	3.Plus: 
	3.Reset: 
	3.Minus: 
	3.EndRight: 
	3.StepRight: 
	3.PlayPauseRight: 
	3.PlayRight: 
	3.PauseRight: 
	3.PlayPauseLeft: 
	3.PlayLeft: 
	3.PauseLeft: 
	3.StepLeft: 
	3.EndLeft: 
	anm3: 
	3.23: 
	3.22: 
	3.21: 
	3.20: 
	3.19: 
	3.18: 
	3.17: 
	3.16: 
	3.15: 
	3.14: 
	3.13: 
	3.12: 
	3.11: 
	3.10: 
	3.9: 
	3.8: 
	3.7: 
	3.6: 
	3.5: 
	3.4: 
	3.3: 
	3.2: 
	3.1: 
	3.0: 
	2.Plus: 
	2.Reset: 
	2.Minus: 
	2.EndRight: 
	2.StepRight: 
	2.PlayPauseRight: 
	2.PlayRight: 
	2.PauseRight: 
	2.PlayPauseLeft: 
	2.PlayLeft: 
	2.PauseLeft: 
	2.StepLeft: 
	2.EndLeft: 
	anm2: 
	2.22: 
	2.21: 
	2.20: 
	2.19: 
	2.18: 
	2.17: 
	2.16: 
	2.15: 
	2.14: 
	2.13: 
	2.12: 
	2.11: 
	2.10: 
	2.9: 
	2.8: 
	2.7: 
	2.6: 
	2.5: 
	2.4: 
	2.3: 
	2.2: 
	2.1: 
	2.0: 
	1.Plus: 
	1.Reset: 
	1.Minus: 
	1.EndRight: 
	1.StepRight: 
	1.PlayPauseRight: 
	1.PlayRight: 
	1.PauseRight: 
	1.PlayPauseLeft: 
	1.PlayLeft: 
	1.PauseLeft: 
	1.StepLeft: 
	1.EndLeft: 
	anm1: 
	1.50: 
	1.49: 
	1.48: 
	1.47: 
	1.46: 
	1.45: 
	1.44: 
	1.43: 
	1.42: 
	1.41: 
	1.40: 
	1.39: 
	1.38: 
	1.37: 
	1.36: 
	1.35: 
	1.34: 
	1.33: 
	1.32: 
	1.31: 
	1.30: 
	1.29: 
	1.28: 
	1.27: 
	1.26: 
	1.25: 
	1.24: 
	1.23: 
	1.22: 
	1.21: 
	1.20: 
	1.19: 
	1.18: 
	1.17: 
	1.16: 
	1.15: 
	1.14: 
	1.13: 
	1.12: 
	1.11: 
	1.10: 
	1.9: 
	1.8: 
	1.7: 
	1.6: 
	1.5: 
	1.4: 
	1.3: 
	1.2: 
	1.1: 
	1.0: 
	0.Plus: 
	0.Reset: 
	0.Minus: 
	0.EndRight: 
	0.StepRight: 
	0.PlayPauseRight: 
	0.PlayRight: 
	0.PauseRight: 
	0.PlayPauseLeft: 
	0.PlayLeft: 
	0.PauseLeft: 
	0.StepLeft: 
	0.EndLeft: 
	anm0: 
	0.50: 
	0.49: 
	0.48: 
	0.47: 
	0.46: 
	0.45: 
	0.44: 
	0.43: 
	0.42: 
	0.41: 
	0.40: 
	0.39: 
	0.38: 
	0.37: 
	0.36: 
	0.35: 
	0.34: 
	0.33: 
	0.32: 
	0.31: 
	0.30: 
	0.29: 
	0.28: 
	0.27: 
	0.26: 
	0.25: 
	0.24: 
	0.23: 
	0.22: 
	0.21: 
	0.20: 
	0.19: 
	0.18: 
	0.17: 
	0.16: 
	0.15: 
	0.14: 
	0.13: 
	0.12: 
	0.11: 
	0.10: 
	0.9: 
	0.8: 
	0.7: 
	0.6: 
	0.5: 
	0.4: 
	0.3: 
	0.2: 
	0.1: 
	0.0: 


