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Introduction to NuGraph

© NuGraph is a graph neural network (GNN) designed for reconstructing
particle interactions in neutrino physics detector environments.

@ Trained and tested on DUNE data, this model is primarily used for
the classification of detector hit particle type.

© Additional functions include background hit rejection, event
classification, clustering and vertex reconstruction.

Github: NuGraph

Murdock Aubry, Prince Bhaura, Yijie Wang ( September 3, 2024


https://github.com/exatrkx/NuGraph/tree/main

Data Collection: Time Projection Chamber
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Figure: Source: Introduction to DUNE. Vol 1

Murdock Aubry, Prince Bhaura, Yijie Wang ( September 3, 2024


https://arxiv.org/abs/2002.02967

Data Collection: Time Projection Chamber
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Figure: Example of pedestal-subtracted data for one ProtoDUNE-SP wire plane.
Source: Introduction to DUNE. Vol 1
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https://arxiv.org/abs/2002.02967

Data Collection: Time Projection Chamber
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Figure: Calibrated, deconvoluted pedestal-subtracted data for one ProtoDUNE-SP
wire plane. Source: Introduction to DUNE. Vol 1
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https://arxiv.org/abs/2002.02967

Data Collection: .HDF5

Each data sample collected in the LArTPC is processed and stored into an
hdf5 file.

To download an hdf5 file to your local drive, run the following command:

scp [username]@computecanada.ca:projects/rpp-nilic/neutrino.ml/MCprodW/ [filename]
/path/to/destination/on/local
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Data Collection: .HDF5

detector_table

edep_table — energy

event_table event_id

NeutrinoML_sample.hdf5 —

hit_table g4_id

hit_id

particle_table

spacepoint_table
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Algorithm Structure

Provides running instructions to compiler. Provide log
information, data file name and path, etc..
Calls train.py

Preforms model training, validation and
testing. Builds structure to be passed
to the trainer

Builds LightningModule. Organizes

Graph2.py entire model into six main components.

I/

H5DataModule. py

pl.Trainer

Automates entire training process. Uses
structure previously built

Runs full optimization problem;

1.Trai .fit
Rheife Iefet computes optimal model parameters.

Tests trained model for one epoch on a

pl.Trainer.test
test set.

o i

Figure: Description of NuGraph Neural Network. See LighningModule

for further documentation.
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https://lightning.ai/docs/pytorch/stable/common/lightning_module.html

NuGraph2.py Structure

Main Components
training_step

aph

Initializes structure. Reads information for model (i.e.
learning rates, separates planes, number of iterations, etc..)

Calls Encoder, NexusNet, PlaneNet

Specifies decoder based on inputs.} Distinct architectures

Preforms a single training step

For each decoder in the list, computes loss, returns total loss.

Preforms single validation step

rdock Aubry, Prince Bhaura, Yijie Wa

Preforms single test step

Takes in a batch, calls “step'.

Specifies optimization method; currently uses Adamw
Adaptively adjusts learning rate via torch.optim.lr_scheduler

Figure: See AdamW
, OneCycleLR.

Second Components

on_training_start
on_test_epoch_end
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https://pytorch.org/docs/stable/generated/torch.optim.AdamW.html
https://pytorch.org/docs/stable/generated/torch.optim.lr_scheduler.OneCycleLR.html

Layer Description

PlaneNet
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Feedforward Layers

Two-layer sequential network with one linear and one non-linear layer:

z = tanh(Wx + b)

W,b are learned parameters

EdgeNet: Two-layer sequential network with Softmax.
X

e d
z=0(Wx + b) (o(x)); = Yo
NodeNet: Four-layer sequential network. ¢

z = tanh (W, tanh(W,x + b)) + b,)

W, b, are learned parameters

Very similar to NexusNet
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Decoder Descriptions

DecoderBase Base class for all NuGraph decoders
Specifies loss update based on cooling parameters
Updates metrics (loss information over time)

SemanticDecoder Convolve down to a single score per semantic class for each plane
Uses RecalllLoss

FilterDecoder Convolve down to a single score, filters out noise. Uses BCELoss

EventDecoder Convolve graph node features down to a single score for entire event
Uses Recallloss

VertexDecoder Uses LogCoshlLoss

score: model’s guess
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Loss Functions

Recallloss Really just cross—entropy loss:

L) = Avg; CE(; o(fx; 0)) CE(p,p) = - Y, piIn(p)

LogCoshLoss Uses the soft plus function;

-2 Y (5.0 - 5)’ L(x) = log(1 + exp(x))
Smooth analog of RelLU

Z(6) = Avg, (X + F(-2X) — log(2))
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H5Dataset.py & H5DataModule.py Description

@ Hb5Dataset.py defines a class which represents neutrino decay data
sets

@ H5DataModule.py also defines a similar data class based on the
PyTorch LightningDataModule (inheritance from the
LightingDataModule)
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Building Training Data

@ New training data will need to be configured as follows:
o Event follows the decay mode we are interested in
o Event does not follow the decay mode we are interested in
@ This configuration can be done by looking at the physical
characteristics (e.g energy, momentum, spin) which can be found in
the existing data
@ Create a script to classify decay events of interest from existing data

o Once classified, attach a label (e.g 1 — decay of interest has
happened, 0 — decay of interest has not happened) and send to new
training model
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Pion Decay Modes

@ Focus will be on looking for decays modes involving 7, v (+ other
particles), and Pions

@ Current plan is to look for Pion decay modes with the correct spins

@ We are going to look into this more starting this week
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Model Adjustments

@ Alter model to be able to handle this new class of data
@ Reconfigure H5DataModule . py

@ Choose ideal architecture (i.e. mimic NexusNet, PlaneNet,
etc...)

@ Choose ideal loss function (i.e CE? LogCosh?)

Murdock Aubry, Prince Bhaura, Yijie Wang ( September 3, 2024 20/20



	NuGraph GNN
	Binary Classification of Decay Events
	Model Implementation

